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Problem statement

We consider interval linear algebraic system (ILAS) of the form
a11x1 + a12x2 + . . . + a1nxn = b1,

a21x1 + a22x2 + . . . + a2nxn = b2,

...
...

. . .
...

...

an1x1 + an2x2 + . . . + annxn = bn,

or, brie�y,
Ax = b,

with an interval n× n-matrix A = (aij) and an interval n-vector b = ( bi).



Solution set

The united solution set of the interval linear system is the set

Ξ(A, b) =
{
x ∈ Rn | (∃A ∈ A)(∃ b ∈ b)(Ax = b )

}
,

formed by solutions to all the point systems Ax = b with A ∈ A è b ∈ b.

An interval matrix A is assumed to be nonsingular, that is, to contain nonsingular
point matrices. So, the solution set Ξ(A, b) of the interval linear system is
bounded.



The problem of optimal outer estimation of the solution set to interval
linear system:

Find an interval vector U ⊂ IRn, that has the least possible width and contains
the solution set Ξ(A, b) of the interval linear system Ax = b;

or in componentwise form:

�nd min{xν | x ∈ Ξ(A, b)} and max{xν | x ∈ Ξ(A, b)}, ν = 1, 2, . . . , n,
or its most precise estimates from below and from above respectively.

We con�ne ourselves to computing only min{xν | x ∈ Ξ(A, b)}, since

max{xν | x ∈ Ξ(A, b)} = −min{xν | x ∈ Ξ(A,−b)}

for �xed ν.



Parameter partitioning methods

The main idea of parameter partitioning method

is re�ne sequentially outer componentwise estimates of the solution set to interval
linear system Ax = b by means of subdividing interval elements of the matrix A
and right-hand side vector b.

The solving of this problem is simpli�ed if we take into consideration the following
result:

Beeck-Nickel theorem. If A is regular, then for any ν ∈ {1, 2, . . . , n} exact
componentwise estimates of the points from the solution set,

min{xν | x ∈ Ξ(A, b)}, max{xν | x ∈ Ξ(A, b)}

are attained at the so-called extreme matrices and right hand-side vectors made

up of the endpoints of A and b.



Notation:

Encl a �xed method that computes an enclosure of the solution set to
ILAS (we shall call it basic method);

Encl (A, b) ∈ IRn an interval enclosure, produced by the method Encl, of
the solution set to ILAS Ax = b, i.e., Encl (A, b) ⊇ Ξ(A, b);

Υ(A, b) the lower endpoint of the ν-th component (ν = 1, 2, . . . , n) of
the interval enclosure Encl (A, b), i.e., Υ(A, b) := (Encl (A, b))ν ;

A′ è A′′ matrices obtained from A through replacing the element aij
by the endpoints aij and aij respectively;

b′ è b′′ vectors obtained from b through replacing the element bi
by the endpoints bi and bi respectively.

If the estimate Υ(A, b) is inclusion monotone with respect to A and b, then
having solved the two interval "systems-descendants"A′x = b′ and A′′x = b′′,
we can get better estimate for min{xν | x ∈ Ξ(A, b)} from below as

min{Υ(A′, b′),Υ(A′′, b′′)}.



Parameter partitioning method

consists in sequential re�ning the estimate of min{xν | x ∈ Ξ(A, b)} by means of
partitioning the system Ax = b into two systems-descendants by breaking up to
the endpoints an interval element of the matrix A or the vector b.

We arrange the iterative procedure of the re�ning the estimate in accordance with
well known "branch-and-bound"method. For the natural stopping of the algorithm
it is required to reach the complete deintervalization of ILAS or the estimates with
accuracy lower than a small quantity ε.
The algorithm is

adaptive, i.e., it considerably uses the information obtained at the preceding
steps of the algorithm;

sequentially guaranteeing, i.e., when executed, it generates a sequence of
approximate estimates min{xν | x ∈ Ξ(A, b)} from below.



Rohn's methodology

For any square matrix A, the optimal outer estimates of the solution set Ξ(A, b)
are reached at the set of no more than 2n extreme solutions of Oettli-Prager
equation

|(mid A)x−mid b| = rad A · |x|+ rad b.

Let E be a set of n-vectors with components ±1. For �xed σ, τ ∈ E , the matrices
Tσ, A

στ = {aστij } and the vector bσ = {bσi } are de�ned as

Tσ = diag {σ1, . . . , σn},

aστij =

{
aij , if σiτj = −1,

aij , if σiτj = 1,
bσi =

{
bi, if σi = 1,

bi, if σi = −1.



Rohn theorem about extreme solutions. Let n× n-matrix A be nonsingular

and b be an interval n-vector. Then, for every σ ∈ E , the equation

mid A · x− Tσ · rad A · |x| = bσ

has a unique solution xσ within Ξ(A, b) and there holds

conv Ξ(A, b) = conv {xσ | σ ∈ E}.

Rohn's method

consists in getting the optimal estimate of the solution set
by means of computing all extreme solutions and comparing them.

The algorithm is

passive;

�nally guaranteeing, i.e., it computes required optimal outer estimates
only after its natural stopping.



Rohn's modi�cation in PPS-algorithm

It follows from Rohn theorem that, for nonsingular matrix A, extreme
componentwise values for the points from the solution set are reached at the set
of 4n matrices Aστ and associated vectors bσ

min{xν | x ∈ Ξ(A, b)} = min
σ,τ∈E

(
(Aστ )−1bσ

)
ν
, ν = 1, 2, . . . , n.

While partitioning the parameters we look at the endpoints of the subdividing
interval elements of the matrix and right-hand side vector. In doing this, we
connect with every interval system Qx = r, produced at every step of the
algorithm, a check matrix W = {wij} and check vectors s = {si} and t = {tj}
such that

wij =


−1, if qij = aij ,

0, if qij = aij ,

1, if qij = aij ,

si =


−1, if ri = bi,

0, if ri = bi,

1, if ri = bi.

wij = sitj , i, j = 1, 2, . . . , n.



The procedure of PPS-algorithm with Rohn's modi�cation

is performed subject to values of the check matrix W and vector s. When
subdividing an element qkl of the matrix Q (an element rk of the right-hand side
vector r),

if wkl = 0 (sk = 0), then two systems-descendants Q′x = r′ and Q′′x = r′′

are begotten;

if wkl = ±1 (sk = ±1), then only one descendant is begotten, depending on
the sign of wkl (sk)).

After partitioning the leading ILAS, the check matrices and vectors for the
systems-descendants are calculated. If at least one object of the triple (W ′, s′, t′)
is changed, the two remaining ones are recalculated according to the equalities
wij = sitj , i, j = 1, 2, . . . , n.

This procedure is being performed until the changes of (W ′, s′, t′) stop.



Monotonicity test

Interval extensions of the derivatives of the ν-th component of the solution x to the
system Qx = r with respect to elements of the matrix Q ∈ Q and the vector r ∈ r:

∂xν(Q, r)

∂qij
= −yνixj ,

∂xν(Q, r)

∂ri
= yνi,

where Y = (yνi) ⊇ {Q−1 | Q ∈ Q} is "inverse interval matrix" for Q.

If Q̃ = (q̃ij) and r̃ = (r̃i) are formed of the elements

q̃ij =


[q
ij
, q
ij

], if ∂xν(Q,r)
∂qij

≥ 0,

[qij , qij ], if ∂xν(Q,r)
∂qij

≤ 0,

qij , if int ∂xν(Q,r)
∂qij

3 0,

r̃i =


[ri, ri], if ∂xν(Q,r)

∂ri
≥ 0,

[ri, ri], if ∂xν(Q,r)
∂ri

≤ 0,

ri, if int ∂xν(Q,r)
∂ri

3 0,

then min{xν | x ∈ Ξ(Q̃, r̃)} = min{xν | x ∈ Ξ(Q, r)}.

Monotonicity test

is useful to perform before the partitioning of the leading ILAS, which results in
deintervalization of some interval elements of its matrix.



Basic methods for enclosing

At every step of the algorithm we use the method (called a basic one) that
computes an enclosure of the solution set.

We used the following basic methods:

Krawczyk method,

modi�ed Krawczyk method with epsilon-in�ation,

interval Gauss method,

interval Gauss-Seidel method,

Hansen-Bleeck-Rohn procedure.

As a basic algorithm, we also used the procedure verifylss from INTLAB.



Structure of the working list and its processing

We also analysed the modi�cations of PPS-methods that implemented various structure
and ways of processing of the working list L, in which the results of the partitioning of
the interval linear system are stored:

1 the list L is formed as an unordered list of records (a heap);

2 the records of the list L are in ascending ordered with respect to the
estimate Υ(Q, r);

3 in the list L, the ordered sublist Ll of the active records, which has the �xed
maximal length, is separated, and the rest records are stored as a heap;

4 Pankov's method, in which a threshold constant γ is de�ned and the ordered sublist
Lγ of the active records is separated, for which Υ(Q, r) < γ; the complement
L\Lγ is stored as a heap.

If, during the algorithm run the subset of active records Ll or Lγ becomes empty, then a

new ordered subset is again formed from the list L. The threshold constant γ is

recalculated for the subset Lγ .



Algorithms implementation

The implementation of the introduced algorithms are done in Matlab with the
interval toolbox INTLAB.

In addition to the main scheme of PPS-method, we implemented its
modi�cations, that used:

1 Rohn's technique for eliminating unpromising vertex combinations;

2 monotonicity test, with respect to the components
of the matrix and the right-hand side vector of the system;

3 various enclosure methods for interval linear systems;

4 various ways of processing of the working list, in which
the results of the partitioning of the interval linear system are stored.



Test interval systems

Example 1

Neumaier's interval linear system:
θ [0, 2] · · · [0, 2]

[0, 2] θ · · · [0, 2]
...

...
. . .

...

[0, 2] [0, 2] . . . θ

 x =


[−1, 1]

[−1, 1]
...

[−1, 1]


where θ is nonnegative real parameter. The matrix of Neumaier's system of even
order n is nonsingular if θ > n, and the one of odd order n is nonsingular if
θ >
√
n2 − 1. While approaching θ to boundaries of nonsingularity the size of

united solution set increases in�nitely.



Example 2

Shary's interval linear system:
[n− 1, N ] [α− 1, 1− β] · · · [α− 1, 1− β]

[α− 1, 1− β] [n− 1, N ] · · · [α− 1, 1− β]

...
...

. . .
...

[α− 1, 1− β] [α− 1, 1− β] . . . [n− 1, N ]

 x =


[1− n, n− 1]

[1− n, n− 1]

...

[1− n, n− 1]


where n � dimension of the system (n ≥ 2), 0 < α ≤ β ≤ 1, N � real number such
that N ≥ n− 1. While β decreases, approaching zero, the matrix of the system
approaches to a singular one, and the solution set in�nitely increases. By means of
varying relation between α and β, we can modify the form of the solution set. The
optimal componentwise estimates of the solution set Ξ̃ are

min{xi | x ∈ Ξ̃ } = −1/α,

max{xi | x ∈ Ξ̃ } = 1/α, i = 1, 2, . . . , n,

and they don't depend on N .



Example 3

The interval linear system Ax = b with the matrix

A =


[1− r, 1 + r] 0 · · · 0 [1− r, 1 + r]

0 [1− r, 1 + r] · · · 0 [2− r, 2 + r]
· · · · · · · · · · · · · · ·

[1− r, 1 + r] [2− r, 2 + r] · · · [n− 1− r, n− 1 + r] [n− r, n+ r]

 ,

and the right-hand side vector

b =


[1−R, 1 +R]
[1−R, 1 +R]

...
[1−R, 1 +R]

 ,

where r, R � positive real numbers.



Results of numerical experiments

Example 1. Neumaier's interval linear system.
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The characteristics of the properties of ILAS matrix

The spectral radius ρ of the matrix |(mid A)−1| · rad A:

ρ = ρ
(
|(mid A)−1| · rad A

)
,

and the di�erence ∆σ between the least and the largest singular values of the
matrices mid A and rad A:

∆σ = σmin(mid A)− σmax(rad A).

Ris-Beeck criterion. Let an interval n× n-matrix A be such that mid A is

nonsingular and

ρ
(
|(mid A)−1| · rad A

)
< 1.

Then A is nonsingular.

Rump criterion. Let an interval n× n-matrix A be such that

σmax(rad A) < σmin(mid A),

then A is nonsingular.



In�uence of the properties of ILAS matrix
For near-zero ρ and su�ciently large ∆σ the run time of the program is small. But it
exponentially increases for the matrices near the boundaries of singularity, i. e. if ρ→ 1
and ∆σ → 0.

The run time dependence on characteristics ρ and ∆σ of Neumaier's system for the

various basic algorithms follows
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Example 2. Shary's interval system.

 
 

 
 

 
 

 
 

 
 
 
 

 

 

 

 

Basic algorithms: 

c – interval Gauss method,   
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Example 3.
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In�uence of the basic methods

The programs based on Krawczyk method and modi�ed Krawczyk method are not
e�ective for the matrices near the boundaries of singularity. For these matrices the
programs based on interval Gauss and Gauss-Seidel methods work more quickly.

For the matrices with near-zero ρ and su�ciently large ∆σ, modi�ed Krawczyk
method is more preferable than interval Gauss and Gauss-Seidel methods. It works
also better than Krawczyk method. However the use of these methods as the basic
algorithms are not recommended.

The procedure verifylss from the MATLAB toolbox INTLAB in whole
demonstrated quite good results.

All numerical experiments show that Hansen-Bleeck-Rohn procedure is the most
e�ective basic method.



In�uence of structure of the working list and

processing
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The way of organising the list as a heap is the least e�cient.

The speed of list processing signi�cantly increases if the records are ascending
ordered with respect to the estimate Υ(Q, r).

Pankov's way doesn't increase signi�cantly the run time of the algorithm.

The most preferable is the way in which the maximal length of the sublist of the
active records is �xed.



Comparison of the algorithms for the optimal

outer estimation of the solution set

We developed the algorithm linppse implemented the modi�cation of
PPS-method with Rohn's modi�cation in which

Hansen-Bleeck-Rohn procedure is used as the basic algorithm,

in the working list the ordered sublist of the active records, which has the
�xed maximal length, is separated, and the rest records are formed as a heap.

We compare it with the algorithm verintervalhull � procedure from the
toolbox VERSOFT based on Rohn's method.
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The run time of the both algorithms grow exponentially with the dimension of the
system.

The run time of the procedure verintervalhull doesn't depend on the properties
of the interval matrix A and stay put for the di�erent parameter values.

The speed of the algorithm linppse slows down if the matrix A is near the
boundaries of singularity.

For the large dimension n the procedure linppse is more e�cient than
verintervalhull.



Thank you



Computational complexity of optimal interval

estimation

The problem of optimal interval estimation of the solution set to interval linear
system is NP-hard,that is, it is an intractable problem, which requires times that
are exponential functions of the problem size n1.

Numerical methods for solving these problems are similar to search algorithms of
discrete optimization and a little more better than exchaustive search.

1Kreinovich V., Lakeyev A.V., Rohn J., Kahl P. Computational complexity and feasibility of

data processing and interval computations. � Dordrecht: Kluwer, 1997.



Èíòåðâàëüíûå ìåòîäû Ãàóññà è Ãàóññà-Çåéäåëÿ

Èíòåðâàëüíûé ìåòîä Ãàóññà ÿâëÿåòñÿ èíòåðâàëüíûì àíàëîãîì õîðîøî
èçâåñòíîãî â ëèíåéíîé àëãåáðå ìåòîäà èñêëþ÷åíèÿ Ãàóññà, ñîñòîÿùåãî â
ïðåîáðàçîâàíèè ìàòðèöû ñèñòåìû ê âåðõíåìó òðåóãîëüíîìó âèäó (ïðÿìîé
õîä) è ïîñëåäîâàòåëüíîì âû÷èñëåíèè çíà÷åíèé íåèçâåñòíûõ (îáðàòíûé õîä).
Àëãîðèòì ìåòîäà òàêîé æå, êàê è â âåùåñòâåííîì ñëó÷àå, òîëüêî îí
îïåðèðóåò èíòåðâàëüíûìè âåëè÷èíàìè ñ ïîìîùüþ îïåðàöèé èíòåðâàëüíîé
àðèôìåòèêè.
Èíòåðâàëüíûé ìåòîä Ãàóññà-Çåéäåëÿ � èòåðàöèîííàÿ ïðîöåäóðà äëÿ
óòî÷íåíèÿ âíåøíåé îöåíêè ìíîæåñòâà ðåøåíèé.
Ïóñòü x(k) ⊇ Ξ(A, b) è A = (aij) òàêîâà, ÷òî 0 /∈ aii äëÿ i = 1, 2, . . . , n.
Óòî÷íåííóþ îöåíêó x̃ íàõîäèì ñëåäóþùèì îáðàçîì

x̃i = x
(k)
i ∩

bi −
i−1∑
j=1

aijx̃j −
n∑

j=i+1

aijx
(k)
j

 /aii , i = 1, 2, . . . , n.

Åñëè ðàññòîÿíèå ìåæäó âåêòîðàìè x(k) è x̃ áîëüøå çàäàííîé ìàëîé
âåëè÷èíû ε > 0, ïîëàãàåì

x(k+1) ← x̃, k = 0, 1, 2, . . . .



Ìåòîä Êðàâ÷èêà

Ïóñòü èíòåðâàëüíàÿ ëèíåéíàÿ ñèñòåìà Ax = b ïðåäîáóñëîâëåíà îáðàòíîé
ñðåäíåé ìàòðèöåé C = (mid A)−1 è x(k) � âíåøíÿÿ îöåíêà ìíîæåñòâà
ðåøåíèé Ξ(A, b).

Äëÿ óòî÷íåíèÿ îöåíêè x(k) ïðèìåíèì èòåðàöèîííûé ìåòîä Êðàâ÷èêà:

x(k+1) ← (Cb + (I − CA)x(k)) ∩ x(k), k = 0, 1, 2, . . . ,

ãäå â êà÷åñòâå íà÷àëüíîãî ïðèáëèæåíèÿ ìîæíî âçÿòü âåêòîð

x(0) = ([−α, α], . . . , [−α, α])>,

α =
‖Cb‖∞
1− β

è β = ‖I − CA‖∞ < 1.

Èòåðàöèîííûé ïðîöåññ áóäåò îñòàíîâëåí â òîì ñëó÷àå, êîãäà ðàñòîÿíèå
ìåæäó âåêòîðàìè x(k+1) è x(k) áóäåò íåçíà÷èòåëüíî îòëè÷àòüñÿ îò íóëÿ.



Ìîäèôèöèðîâàííûé ìåòîä Êðàâ÷èêà

Ïóñòü d(k) � âíåøíÿÿ îöåíêà ìíîæåñòâà ðåøåíèé Ξ(A, b−Axs), ãäå
xs = C ·mid b.

Äëÿ óòî÷íåíèÿ îöåíêè d(k) ïðèìåíèì ìîäèôèöèðîâàííûé ìåòîä Êðàâ÷èêà:

d(k+1) ← (C(b−Axs) + (I − CA)d(k)) ∩ d(k), k = 0, 1, 2, . . .

Èòåðàöèîííûé ïðîöåññ îñóùåñòâëÿåòñÿ ñ ïîìîùüþ ¾ýïñèëîí-ðàçäóòèÿ¿, ïðè
êîòîðîì èíòåðâàë d, ïîëó÷åííûé íà òåêóùåì øàãå àëãîðèòìà, çàìåíÿåòñÿ íà
îáúåìëþùèé èíòåðâàë dε = d + [−ε, ε] radd + [−η, η] e, ãäå ε, η � íåêîòîðûå
ìàëûå ïîëîæèòåëüíûå âåùåñòâåííûå ÷èñëà, e = (1, 1, . . . , 1)>.
Ïîëàãàÿ ε = 0.1 è η � íàèìåíüøåå ïîëîæèòåëüíîå âåùåñòâåííîå ÷èñëî,
ïðåäñòàâèìîå â ÝÂÌ, ïîëó÷èì èòåðàöèîííóþ ïðîöåäóðó

d(k+1) ← C(b−Axs) + (I − CA)(d(k) + 0.1[−1, 1] radd + [−10η, 10η] e),

k = 0, 1, 2, . . . ,

êðèòåðèåì îñòàíîâêè êîòîðîé ñëóæèò óñëîâèå: d(k+1) ⊆ d(k).



Ïðîöåäóðà Õàíñåíà-Áëèêà-Ðîíà

Ïðîöåäóðà Õàíñåíà-Áëèêà-Ðîíà îñíîâàíà íà ñëåäóþùåì ðåçóëüòàòå.

Òåîðåìà. Ïóñòü ìàòðèöà A = (aij) ∈ IRn×n ÿâëÿåòñÿ èíòåðâàëüíîé

H-ìàòðèöåé è

ui = (〈A〉−1|b|)i, di = (〈A〉−1)ii,

αi = 〈aii〉 − 1/di, βi = ui/di − |bi|,

ãäå 〈A〉 � êîìïàðàíò ìàòðèöû A, i = 1, 2, . . . , n. Òîãäà ìíîæåñòâî ðåøåíèé

Ξ(A, b) ñîäåðæèòñÿ â èíòåðâàëüíîì âåêòîðå x = (xi) ñ êîìïîíåíòàìè

xi =
bi + βi[−1, 1]

aii + αi[−1, 1]
, i = 1, 2, . . . , n.

Äëÿ îöåíêè ñâåðõó αi è βi âû÷èñëÿåòñÿ âåðõíÿÿ îöåíêà B = B̃ + vw>

ìàòðèöû 〈A〉−1, ãäå B̃ � íåêîòîðàÿ îöåíêà 〈A〉−1, wk = maxi
−Rik
ui

,

R = 〈A〉B̃ − I, v = B̃u, à â êà÷åñòâå u ìîæíî âçÿòü åäèíè÷íûé âåêòîð
(1, . . . , 1).



Comparison of the algorithms for the optimal

outer estimation of the solution set

We compare the e�ciency of the following algorithms:

linppsr � the procedure based on PPS-method with Rohn's modi�cation,
in which Hansen-Bleeck-Rohn procedure is used as the basic
algorithm and in the working list the ordered sublist of the active
records, which has the �xed maximal length, is separated, and the
rest records are formed as a heap;

verintervalhull � procedure from the toolbox VERSOFT based on Rohn's
method.


