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INTRODUCTION

Given: A € RM*n,

Pseudo-inverse (Moore-Penrose generalized inverse) matrix
At e R

AATA = A;
AtAAY = A
(AAT)T = AAT;

(ATA)T = ATA
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(ATA)T = A*A

Advantages:
@ always exists;
@ unique;

e if nonsingular A € R™" At = A~1,

Disadvantage:
instability
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PROBLEM STATEMENT

Given: [A] € IR™". Interval inverse matrix [A]~! € IR"™*" such that
[Al7r o {A1:Ac[Al}

ﬁ G. ALEFELD, J. HERZBERGER, Introduction to Interval Computations, Academic
Press, New York, 1983.

ﬁ J. ROHN, Inverse Interval Matrix, SIAM J. Num. Anal., V. 3 (1993), N 3, pp.
864-870.

ﬁ T. NirMALA, D. DAaTTA, H.S. KUsHWAHA, K. GANESAN, Inverse Interval Matrix:
A New Approach, App. Math. Sci., V. 5 (2011), N 13, pp. 607-624.
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Definition

Given: [A] € IR™ " Interval pseudo-inverse matrix [A]*T € IR"™ is the
minimal interval matrix such that [A]" D {A": A € [A]}

[A]" is the extension of interval inverse matrix

Problem

Development of algorithm for computation of enclosure for [A]*
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PROPOSED ALGORITHM |

Interval Greville algorithm

Given
[A] € TR™n

Notation
[ak] is k-th column of [A], k=1,...,n.

[Ai] are first k columns of [A]: [Ad] = ([a1] [a2] ...

So,
k=1: [Al] = [31]
k = 2, o005l [Ak] = ([Akfl] [ak]).

[ak]).
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PROPOSED ALGORITHM Il

Step 1

Let k = 1. Assume [d1] = ||[a1]]? = D [ai1]%
i=1

[aa]” if [dy] > 0
[A =< ] if [&r] > 0,
.
[0] U [?;1] , else,

where [0] € IR™ is the null interval vector, U is the interval hull of union of

interval vectors.

v

5/ 17



PROPOSED ALGORITHM 1l

Steps 2,...,n

(AT = [[Ak—1]+([/fk—] [allAd)|

where [ is the unitary matrix of the order m.

Let

[a] = (1 = [Ac-allAk-a]D)lan],  [ded = [lexll®,

[f] =

led ™ if [d] > 0
4l if [dik] > O,
[ak] " ([Ak—1]) T[Ak—1] T

1+ |[Ac—a]tladl?
le]” o] T ([Ak—1]™) T[Ak—1] ™

if [di] = 0,

else.

( [dk] L+ [[[Ak—1]T[ak]l?
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DISCUSSION OF THE ALGORITHM

@ Proposed algorithm is extension of traditional Greville algorithm (if

[di] = [dk]).-
@ Pseudo-inversion is monotone operation: if [A] C [B] then [A]T C
[B]".

@ It can be used union of finite number of interval matrices if software
has this feature.

@ Algorithm can obtain large overestimations (can contain infinite bounds)
in some cases.

@ Result can be interval matrix even for real matrix A.
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[B]".

@ It can be used union of finite number of interval matrices if software
has this feature.

@ Algorithm can obtain large overestimations (can contain infinite bounds)
in some cases.

@ Result can be interval matrix even for real matrix A.

Accuracy criterion:
[t] = [ITAI[A] " [A] = [A]l] + [T [AlA] — [A]F ]I+
HITAITAT) T = [AITATY I+ ITATFTAD T — TATF AT
Also can be used:

wid ([AT")
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EXAMPLES |

Ex. 1. Real non-zero number
[A] = -25€R;
[A]T = [-0.4; —0.4]

Ex. 2. Real zero number
[A]=0€R;
[A]" = [0;0]
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EXAMPLES I

Ex. 3. Interval number non-containing zero
[A] = [1;2] € IR;
[A]T =[0,25;2],
but true result is [A]" = [0, 5; 1]

Ex. 4. Interval number containing zero
[A] = [-1;4] € IR;
[AT* = [oo0; +oc,
which is interval hull of union [—o0; 1] U0 U [0, 25; +¢]
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EXAMPLES Il

Ex. 5. Real matrix

w O W

1
[A] = (0 ) € R,
1

o+ _ (10.049.9,0050.01] [0;0] [0.049.9;0.050..01]
Al —< 0.15:0.15]  [0:0]  [0.15:0.15] )

[t] ~ [0;6.334 - 1073,
wid ([A]") ~ 1.43-1071°,

0.05 0 0.5
+ 5 At —
A" > A _<o.15 0 0.15)
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EXAMPLES IV

Ex. 6. Interval matrix

_(IL:3] [-1;,0] [2;3] 2%3.
A= (b o B eme

wid ([A]) = 2
[~7.45:12.61] [—3.04;1.74]
(AT ~ ([9.47;1.35] [0.00; 2.58] ) :
[-6.79;12.50] [—3.04;1.55]

[t] ~ [0; 4736161],
wid ([A]") ~ 20.06,
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EXAMPLES V

Ex. 7. “Bad” real matrix

@ H. MinakucHl, H. Kai, K. SHIRAYANAGI, M-T. NoDAY,
rithm stabilization techniques and their application to symbolic

Algo-

com-

putation of generalized inverses, Electronic Proc. of the IMACS Con-

ference on Applications of Computer Algebra (IMACS-ACA'97),
http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.137.8604

, 21 15
[A] = 3 7 | eR¥S
3 70.3333 2.14286

Specific of the matrix: 2—? ~ 70.3333, 17—5 ~ 2.14286
For interval Greville algorithm applying: 2% C [70.33..3;70.33..4],
[2.142857..142857;2.142857..142858]

[—o00; +00]  [—00; +o9]
[AI" ~ | [-o0; +00]  [—o00; 0] |,
[—o00; +00]  [—00; +o9]

[t] ~ [0; +o0], wid ([A]") = +c0

1997 -

15
- C
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POSSIBLE APPLICATIONS |

1. Real case: unstable operation detection

AeR™" - [A] € IR,

where [Ac] is epsilon-extension of A
[t] or wid ([A]™) is large — operation is unstable
[t] or wid ([Ac]T) is small — AT ~ mid ([A:]")
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POSSIBLE APPLICATIONS Il

2. Linear least squares problem: analytic solution
Given: A€ R™" b e R™

Ax = b — ||Ax — b||3 — min

with respect to x € R”
Normal pseudo-solution (solution of linear LSP):

x=A"h
Interval case ([A][x] = [b]):

[x] = [A]"[5]
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POSSIBLE APPLICATIONS Il

3. Guaranteed nonlinear least squares problem with separable variables

@ G.H. GoLuB, V. PEREYRA. The Differentiation of Pseudo-Inverses and Nonlinear
Least Squares Problems Whose Variables Separate SIAM J. Num. Anal., 1973.— Vol.
10.— pp. 413432

@ S.L. BuyuMIN, P.V. SARAEV. Reduction of adjusting weights space dimension in
feedforward artificial neural networks training. Proc. of IEEE Int. Conf. on Artificial
Intelligence Syst.— 2002.— P. 242-247.

Let u and v are linear and nonlinear parameter vectors (for example, feed-
forward NN); y is known responses vector; W(v) is matrix of basis functions
Linear-nonlinear equation:

u=WV(v)"y

Interval pseudo-inverse can be used to optimize modified function:

J(u,v) = [V(v)u = y[3 = min = J(v) = [W(v)¥(v)"y = |3 = min

Interval case: (o] = [‘U([v])]*y

J(v]) = V(D)W (VD) Ty — ylI3 — min 15/
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CONCLUSION

Results
@ Interval Greville algorithm for estimation of interval pseudo-inverse ma-
trices is proposed and investigated
@ Work of the algorithm is showed at numerical examples, some features
of the algorithm are stated

@ Possible applications of interval pseudo-inversion to detection of unsta-
ble operation and optimzation problems are showed

v
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